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Abstract

Motivated by networks interplay, we study the problem of computing monochromatic plane matchings in bicolored point set. Given a bicolored set $P$ of $n$ red and $m$ blue points in the plane, where $n$ and $m$ are even, the goal is to compute a plane matching $M_R$ of the red points and a plane matching $M_B$ of the blue points that minimize the number of crossing between $M_R$ and $M_B$ as well as the longest edge in $M_R \cup M_B$. In this paper, we give asymptotically tight bound on the number of crossings between $M_R$ and $M_B$ when the points of $P$ are in convex position. Moreover, we present an algorithm that computes bottleneck plane matchings $M_R$ and $M_B$, such that there are no crossings between $M_R$ and $M_B$, if such matchings exist. For points in general position, we present a polynomial-time approximation algorithm that computes two plane matchings with linear number of crossings between them.

1 Introduction

Let $P$ be a set of $n$ points in the plane, where $n$ is even. A perfect matching of $P$ is a perfect matching in the complete Euclidean graph induced by $P$. A bottleneck matching $M$ of $P$ is a perfect matching of $P$ that minimizes the length of the longest edge of $M$. Let $\lambda_M$ denote the bottleneck of $M$, i.e., the length of the longest edge in $M$. A plane matching is a matching with non-crossing edges. Matching problems have been studied extensively, see, e.g., [3, 5, 6, 9, 12, 13].

In this paper, we study the bottleneck plane matching problem in bicolored point set. Let $P$ be a bicolored set consisting of $n$ red and $m$ blue points, such that $n$ and $m$ are even. Let $R$ denote the set of the red points of $P$, and let $B$ denote the set of the blue points of $P$. An $L$-monochromatic matching $M$ of $P$ is a matching of $P$, such that (i) $M = M_R \cup M_B$, where $M_R$ and $M_B$ are plane perfect matchings of $R$ and $B$, respectively, and (ii) $\lambda_M \leq L$, Let $cr(P, L)$ denote the minimum number of intersection present in any $L$-monochromatic matching of $P$. In this paper, we investigate the value $cr(P, L)$ for different bicolored point sets, and study the problem of computing an $L$-monochromatic matching.

1.1 Related work

The bottleneck plane matching problem for general point set has been first studied by Abu-Affash et al. [2]. They showed that the problem is NP-hard and presented a $2\sqrt{6}$-approximation algorithm. In [1], the authors showed how to compute a plane matching of size at least $n/5$, whose edges have length at most $\lambda^*$ in $O(n \log^2 n)$ time, and a plane matching of size at least $2n/5$, whose edges have length at most $(\sqrt{2} + \sqrt{3}) \cdot \lambda^*$ in $O(n \log n)$ time, where $\lambda^*$ is the length of the longest edge of a bottleneck plane matching. Carlsson and Armbruster [4] proved that the bipartite (red/blue) version of the bottleneck plane matching problem is NP-hard, and gave an $O(n^4 \log n)$-time algorithm that solves the problem when the points are on convex position, and an $O(n^4 \log n)$-time algorithm that solves the problem when the red points lie on a line $l$ and the blue points lie above (or below) $l$.

For bicolored inputs, Merino et al. [10] obtained a tight bound on the number of intersections in monochromatic minimum weight matchings for bicolored point sets. Tokunaga [11] examined non-crossing spanning trees of the red points and the blue points and found a tight bound on the minimum number of intersections between the red and blue spanning trees. Joeris et al. [7] studied the number of intersections for monochromatic planar spanning cycles. In each of the above works, points could have only one of two colors and number of intersection points were proved to be asymptotically linear on total number of points. Kano et al. [8] considered the case of more than two colors and studied the number of intersections for monochromatic spanning trees.

1.2 Our results

In Section 2, we consider the case when the points of $P$ are in convex position. We give a tight bound on $cr(P, L)$ in this case. Moreover, we give an algorithm that computes in $O(|P|^3 + |P|)$ time an $L$-monochromatic matching of $P$, where $L$ is the minimum real number such that the edges of the matching do not cross each other, if such a matching exists. In Section 3, we give a polynomial-time approximation algorithm for points in general position.
2 Monochromatic Matching of Points in Convex Position

In this section, we consider the case where the points of $P = R \cup B$ are in convex position, i.e., the points of $P$ form vertices of a convex polygon. Let $M_R$ and $M_B$ denote the bottleneck plane matchings of the sets $R$ and $B$, respectively. Let $\lambda_R$ and $\lambda_B$ denote the bottleneck of $M_R$ and $M_B$, respectively, and let $\lambda = \max\{\lambda_R, \lambda_B\}$. Notice that $M_R \cup M_B$ is not necessarily a plane matching. Notice also that in any $L$-monochromatic matching of $P$, the length of the longest edge is at least $\lambda$. Let $cr(P, \lambda)$ be the minimum number of intersection present in any $L$-monochromatic matching of $P$ with $L = \lambda$. In the following, we give a tight bound of $cr(P, \lambda)$.

2.1 Lower bound on $cr(P, \lambda)$

In Figure 1, we show a set of bicolored points $P$ in convex position, such that the number of crossings between $M_R$ and $M_B$ cannot be better than linear.
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Figure 1: Any $L$-monochromatic matching of $P$ has linear number of crossings between the red and the blue matchings.

2.2 Upper bound on $cr(P, \lambda)$

For an edge $(a, b)$ and a point $w$, let $\|(a, b) - w\|$ denote the minimum Euclidean distance between $w$ and any point on $(a, b)$; see Figure 2. For two non-intersecting edges $(a, b)$ and $(c, d)$, such that $\{a, c, d, b\}$ are in convex position and $(a, c)$ does not intersect $(b, d)$, let $\|(a, b) - (c, d)\|$ denote $\max\{|ca|, |db|\}$; see Figure 3. In the following theorem, we give an upper bound on $cr(P, \lambda)$.
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Figure 2: $\|(a, b) - w\|$ is the minimum distance between $w$ and any point on $(a, b)$.

![Figure 3](image3.png)

Figure 3: $\|(a, b) - (c, d)\|$ is max\{|ca|, |db|\}.

Theorem 1 Let $P = R \cup B$ be a set of points in convex position. Then $cr(P, \lambda) \leq \frac{9\pi}{2}$, where $k = \min\{m, n\}$, $n = |R|$, and $m = |B|$.

Proof. Assume, w.l.o.g., that $n \leq m$, i.e., $k = n$. For the sake of contradiction, suppose that $cr(P, \lambda) \geq \frac{2n}{\pi} + 1$. Let $M_P$ be a $\lambda$-monochromatic matching of $P$ with minimum number of intersections and $M_P = M_R \cup M_B$. Thus, the number of intersection in $M_P$ is at least $\frac{2n}{\pi} + 1$.

Since $|M_R| = \frac{n}{\pi}$, by pigeonhole principle there is at least one edge $(x, y) \in M_R$ intersected by at least 10 edges from $M_B$. Assume, w.l.o.g., that $x$ and $y$ are on the $X$-axis, and notice that $|xy| \leq \lambda$. We define the region $U = \{w \in \mathbb{R}^2 : \|(x, y) - w\| \leq \lambda\}$; see Figure 4. Observe that the total perimeter of the region $U$ is at most $2(\pi + 1)\lambda \approx 8.29\lambda$.
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Figure 4: The set of all points of distance at most $\lambda$ from $(x, y)$.

Let $E = \{(p_1, q_1), (p_2, q_2), \ldots, (p_j, q_j)\}$, where $j \geq 10$, be the set of edges of $M_P$ that intersect $(x, y)$, such that $p_1, p_2, \ldots, p_j$ are above $(x, y)$, $q_1, q_2, \ldots, q_j$ are below $(x, y)$, and, for each $1 \leq i < j$, the intersection point of $(p_i, q_i)$ with $(x, y)$ is to the left of the intersection point of $(p_{i+1}, q_{i+1})$ with $(x, y)$.

Lemma 2 There is at least two edges $(p_i, q_i), (p_{i+1}, q_{i+1})$ in $E$, such that $\|(p_i, q_i) - (p_{i+1}, q_{i+1})\| \leq \lambda$.

Proof. For the sake of contradiction, suppose that, for each $1 \leq i < j$, we have $\|(p_i, q_i) - (p_{i+1}, q_{i+1})\| > \lambda$. Thus, for each $1 \leq i < j$, either $|p_ip_{i+1}| > \lambda$ or $|q_iq_{i+1}| > \lambda$. Therefore, the total perimeter of the convex polygon $S$ formed by $(p_1, p_2, \ldots, p_j, q_j, q_{j-1}, \ldots, q_1)$ is at least $\sum_{i=1}^{j-1} |p_ip_{i+1}| + |q_iq_{i+1}| > 9\lambda$, since $j \geq 10$. This contradicts the fact that $S$ is contained inside the convex region $U$ whose perimeter is at most $8.29\lambda$. □
By Lemma 2, there are two adjacent edges \((p_i, q_i), (p_{i+1}, q_{i+1}) \in E\), such that \(|p_i p_{i+1}| \leq \lambda\) and \(|q_i q_{i+1}| \leq \lambda\). We replace the edges \((p_i, q_i)\) and \((p_{i+1}, q_{i+1})\) in \(M_B\) by the edges \((p_i, p_{i+1})\) and \((q_i, q_{i+1})\) to obtain a new bottleneck plane matching \(M'_B\) of \(B\) of bottleneck at most \(\lambda\). Let \(M_P = M_R \cup M_B\). Clearly, \(M_P\) is a \(\lambda\)-monochromatic matching of \(P\). In the following lemma, we show that the new edges \((p_i, p_{i+1})\) and \((q_i, q_{i+1})\) do not increase the number of intersections in \(M_P\).

Lemma 3 If \((p_i, p_{i+1})\) or \((q_i, q_{i+1})\) intersects an edge \((u, v)\) in \(M_R\), then either \((p_i, q_i)\) or \((p_{i+1}, q_{i+1})\) intersects \((u, v)\) in \(M_P\).

Proof. Assume, w.l.o.g. that \((p_i, p_{i+1})\) intersects an edge \((u, v)\) in \(M_R\). Let \(Q\) be the quadrangle obtained by points \(x, p_i, p_{i+1}\) and \(y\). Clearly, \(Q\) is empty of points of \(P\), since \(P\) in convex position. Moreover, since the edges of \(M_R\) do not intersect each other, \((u, v)\) and \((x, y)\) do not intersect. Thus, \((u, v)\) intersects \((p_i, q_i)\) or \((p_{i+1}, q_{i+1})\); see Figure 5.

Figure 5: An illustration of Lemma 3.

By Lemma 3, the edges \((p_i, p_{i+1})\) and \((q_i, q_{i+1})\) do not increase the number of intersections in \(M_P\). However, \((p_i, p_{i+1})\) and \((q_i, q_{i+1})\) decrease the number of intersections in \(M_P\), since they do not intersect \((x, y)\). This implies that the number of intersections in \(M_P\) is less than that in \(M_P\), which contradicts the assumption that \(M_P\) is a \(\lambda\)-monochromatic matching with minimum number of intersections. This completes the proof of Theorem 1.

Remark. Abu-affash et al. [1] computed a bottleneck plane matching of a set of points in convex position in \(O(|P|^3)\) time. We use their algorithm to compute bottleneck plane matchings of \(R\) and of \(B\), separately. Then in additional \(O(|P|)\) time, we compute a \(\lambda\)-monochromatic matching \(M_P\) of \(P\) by considering each edge \((x, y)\) of \(M_R\) separately, and if there are two adjacent edges \((p_i, q_i),(p_{i+1}, q_{i+1}) \in M_B\) intersecting \((x, y)\), such that \(|p_i p_{i+1}| \leq \lambda\) and \(|q_i q_{i+1}| \leq \lambda\), then we replace them by the edges \((p_i, p_{i+1})\) and \((q_i, q_{i+1})\). By the above lemmas, the number of intersections in \(M_P\) is at most \(\frac{|P|}{2}\), where \(k = \min\{n, m\}\).

2.3 Monochromatic plane matching

Let \(L\) be the minimum value such that there exists an \(L\)-monochromatic matching of \(P\) with no crossings, if such a matching exists. That is, \(L\) is the minimum value such that \(cr(P, L) = 0\), if such a value exists. An optimal plane matching of \(P\) is an \(L\)-monochromatic matching of \(P\) with no crossings. In this section, we present a polynomial-time algorithm that computes an optimal plane matching of \(P\), if such a matching exists.

Let \(P = R \cup B\) be a set of points in convex position, where \(R\) contains \(n\) even number of red points and \(B\) contains \(m\) even number of blue points. Recall that \(M_R\) (resp., \(M_B\)) is a bottleneck plane matching of \(R\) (resp., \(B\)) of bottleneck \(\lambda_R\) (resp., \(\lambda_B\)) and \(\lambda = \max\{\lambda_R, \lambda_B\}\). Thus, the length of the longest edge in any \(L\)-monochromatic matching of \(P\) is at least \(\lambda\). Our algorithm computes the minimum value \(L\), such that \(cr(P, L) = 0\) (if exists), and constructs an optimal plane matching of \(P\).

Let us assume that \(R = \{r_1, \ldots, r_n\}, B = \{b_1, \ldots, b_m\}\), and \(P = \{p_1, \ldots, p_{n+m}\}\), such that \(p_i \in R \cup B\). Let \(P = R \cup B\) denote the vertices of the convex polygon, and are ordered in clockwise order; see Figure 6. Assume, w.l.o.g., that \(p_1 = r_1\). Notice that, a bottleneck plane matching \(M_R\) of \(R\) and a bottleneck plane matching \(M_B\) of \(B\) can be computed separately in polynomial time [2]. However, the edges of \(M_B\) may cross the edges of \(M_B\). Let \(M_P\) denote an optimal plane matching of \(P\). We first state the following observation.

Observation 1 For each edge \((p_i, p_j)\) in \(M_P\),
(i) \(p_i\) and \(p_j\) have the same color,
(ii) \((p_i, p_j)\) partitions the points of \(P\) into two disjoint point sets, such that the number of red points and blue points contained in each set is even, and
(iii) \(i + j\) is odd; see Figure 6.

Figure 6: The convex polygon that is obtained from \(P\). \(p_1\) can be matched to the points \(p_4, p_6, p_{12}\).

Based on this observation, we define a weight function for each pair of points in \(P\) as follows. For each \(1 \leq i < j \leq n + m\), we define \(w_{i,j} = |p_i p_j|\), if \(p_i\) and \(p_j\) are of the same color, \(i + j\) is odd, and the edge \((p_i, p_j)\) partitions the points in \(P\) into two disjoint point sets such that the number of red points and blue points contained in each
set is even. Otherwise, \( w_{i,j} = \infty \). Let \( P[i,j] \) denote the set of points \( \{p_i, p_{i+1}, \ldots, p_j\} \). Let \( \ell_{i,j} \) be the minimum value, such that \( \sigma_r(P[i,j], \ell_{i,j}) = 0 \). Hence, \( L = \ell_{1,n+m} \).

Let \( p_k \) be the point matched to \( p_1 \) in \( M_P \). Thus, \( L = \ell_{1,n+m} = \max\{w_{1,k}, \ell_{2,k-1}, \ell_{k+1,n+m}\} \). Therefore, to compute \( \ell_{1,n+m} \), we compute \( \max\{w_{1,k}, \ell_{2,k-1}, \ell_{k+1,n+m}\} \), for each even \( k \) between 2 and \( n + m \), and take the minimum over these values. In general, for each \( 1 \leq i < j \leq n + m \), such that \( i + j \) is odd, we compute \( \ell_{i,j} \) by

\[
\min_{k=i+1,i+3,\ldots,j} \begin{cases} \\
& \min \begin{cases} \\
& w_{i,k} \\
& \max\{w_{i,k}, \ell_{i+1,k}\} \\
& \max\{w_{i,k}, \ell_{i+1,k-1}\} \\
& \max\{w_{i,k}, \ell_{i+1,k+1}\}\end{cases} \\
& \min \begin{cases} \\
& w_{i,j} \\
& \max\{w_{i,j}, \ell_{i+1,j}\} \\
& \max\{w_{i,j}, \ell_{i+1,j-1}\} \\
& \max\{w_{i,j}, \ell_{i+1,j+1}\}\end{cases} \end{cases}
\]

We compute \( L = \ell_{1,n+m} \) using dynamic programming. The dynamic programming table \( T \) contains \((n+m)\) rows and \((n+m)\) columns and the entry \( T[i,j] \) corresponds to a solution of the problem for the set \( P[i,j] \). Notice that, each entry \( T[i,j] \) is computed by processing \( O(n+m) \) entries that are already computed. Hence, we can compute \( L = \ell_{1,j} = T[1, n+m] \) in \( O((n+m)^3) \) time. Thus, we have the following theorem.

**Theorem 4** Given a set \( P \) of \( n \) red and \( m \) blue points in convex position, where \( n \) and \( m \) are even, one can compute in \( O((n+m)^3) \) time the minimum value \( L \), such that \( \sigma_r(P, L) = 0 \), and if \( L \) is finite, then an optimal plane matching can be computed in \( O((n+m)^3) \) time.

### 3 Monochromatic Matching of Points in General Position

Let \( P = R \cup B \) be a set of bicolored points in the plane, such that \( R \) contains \( n \) red points, \( B \) contains \( m \) blue points, and \( n \) and \( m \) are even. In this section, we present a polynomial-time approximation algorithm that computes an \( L \)-monochromatic matching of \( P \) with at most \( O(|P|) \) crossings.

Let \( M_R \) and \( M_B \) be bottleneck plane matchings of \( R \) and \( B \), respectively. Let \( \lambda_R \) and \( \lambda_B \) be the bottlenecks of \( M_R \) and \( M_B \), respectively, and let \( \lambda = \max\{\lambda_R, \lambda_B\} \). Recall that, in any \( L \)-monochromatic matching of \( P \), the length of the longest edge is at least \( \lambda \). In [2], Abuaffash et al. proved that computing a bottleneck plane matching of a set of points in general position in the plane is NP-Hard. This implies that it is NP-Hard to compute a \( \lambda \)-monochromatic matching of \( P \) since \( \lambda = \max\{\lambda_R, \lambda_B\} \). However, in this section we give a polynomial time approximation algorithm that computes a \((2\sqrt{10}\lambda)\)-monochromatic matching of \( P \) with linear number of intersections. That is, we compute an \( L \)-monochromatic matching \( M_P \) with \( L = 2\sqrt{10}\lambda \), such that total number of intersections between the red and the blue edges in \( M_P \) is \( O(|P|) \).

Let \( M^*_R \) and \( M^*_B \) be bottleneck matchings of \( R \) and \( B \) that may have crossings, respectively. Let \( \lambda^*_R \) and \( \lambda^*_B \) be the bottlenecks of \( M^*_R \) and \( M^*_B \), respectively. Since \( M^*_R \) and \( M^*_B \) can be computed in polynomial-time [5], we assume, w.l.o.g., that \( \lambda^*_R \leq \lambda^*_B \). Thus, since \( \lambda^*_B \leq \lambda_B \) and \( \lambda^*_R \leq \lambda_R \), we have \( \lambda^*_R \leq \lambda \). In the rest of this section, we prove the following theorem.

**Theorem 5** Let \( P = R \cup B \) be a set of bicolored points in the plane, such that contains \( n \) red points, \( B \) contains \( m \) blue points, and \( n \) and \( m \) are even. Then, there is a polynomial-time approximation algorithm that computes a \((2\sqrt{10}\lambda_R)\)-monochromatic matching \( M_P^\ast \) of \( P \), such that the number of intersections in \( M_P^\ast \) is \( O(|P|) \).

**Proof.** Let \( M_P^\ast \) be \( M^*_R \cup M^*_B \). We begin by laying a grid of side length \( 2\sqrt{10}\lambda_R \). Assume, w.l.o.g. that no point of \( P \) lies on the boundary of a grid cell. Each edge of \( M_P^\ast \) is either contained in a grid cell or connects two points from two adjacent cells (i.e., two cells sharing a side or corner). For an edge \( e \) in \( M_P^\ast \), we say that \( e \) is an internal edge if it is contained in a grid cell, and an external edge otherwise. An external edge can be of two types: straight external edge (\( s \)-edge for short) connects between two points in two grid cells that share a side, and diagonal external edge (\( d \)-edge for short) connects between two points in two grid cells that share a corner. Let \( C \) be a grid cell. The degree of \( C \) is denoted by \( deg(C) \) and it is equal to the number of external edges of \( M_P^\ast \) with an endpoint in \( C \).

Our algorithm consists of two stages. In Stage 1, we convert \( M_P^\ast \) into a new matching \( M_P' \) of \( P \), such that \( deg(C) \leq 8 \), for each grid cell \( C \), and, in Stage 2, we construct \((2\sqrt{10}\lambda_R)\)-monochromatic matching \( M_P \) based on \( M_P' \).

**Stage 1**

In this stage, which is taken from [2], we convert \( M^*_R \) (resp., \( M^*_B \)) to a new perfect matching \( M^*_R \) (resp., \( M^*_B \)) of \( R \) (resp., of \( B \)). The conversion is done by applying a sequence of rules on \( M^*_R \) and on \( M^*_B \) separately. Each rule is applied as long as there is an instance in the current matching to which it can be applied. When there are no more such instances, we move to the next rule in the sequence.

**Rule 1:** If there are two \( d \)-edges \((a, b) \) and \((c, d) \) associated with the same corner, such that \( a \) and \( c \) in the same cell and \( b \) and \( d \) in the same cell, then these edges are replaced by two internal edges \((a, c) \) and \((b, d) \); see Figure 7(a).

**Rule 2:** If there are two \( d \)-edges \((a, b) \) and \((c, d) \) associated with the same corner, such that \( a, b, c, \) and \( d \) in different cells, then these edges are replaced by two \( s \)-edges \((a, c) \) and \((b, d) \); see Figure 7(b).

For a \( d \)-edge \((a, b) \) that connects between two cells \( C \) and \( C' \) and associated with a corner \( r \), we define a
a danger zone of \((a, b)\) in each of the two other cells sharing \(r\) as an isosceles right triangle; see Figure 8(a). The length of its sides is \(\sqrt{2} \lambda_R^*\) and it is semi-open (i.e., it does not include the hypotenuse of length \(2 \lambda_R^*\)).

Figure 7: (a) Two \(d\)-edges \((a, b)\) and \((c, d)\) are replaced by two internal edges \((a, c)\) and \((b, d)\), and (b) two \(d\)-edges \((a, b)\) and \((c, d)\) are replaced by two \(s\)-edges.

Rule 3: This rule is applied on a \(d\)-edge \((a, b)\) and an edge \((c, d)\) with an endpoint \(c\) inside a danger zone defined by \((a, b)\); see Figure 8(b–d).

- If \((c, d)\) is an \(s\)-edge, then its other endpoint \(d\) is in one of the cells \(C_1\) or \(C_2\); see Figure 8(b). In this case, we replace \((a, b)\) and \((c, d)\) by an internal edge \((b, d)\) and an \(s\)-edge \((a, c)\).
- If \((c, d)\) is an internal edge, then consider the other endpoint \(d\) of \((c, d)\). If \(d\) is not in a danger zone in \(C_1\) defined by another \(d\)-edge, then we replace \((a, b)\) and \((c, d)\) by two \(s\)-edges \((a, d)\) and \((b, c)\); see Figure 8(c). If \(d\) is in a danger zone in \(C_1\) defined by another \(d\)-edge \((a', b')\), then \((a', b')\) is associated with one of the two corners of \(C_1\) adjacent to the corner \(r\); see Figure 8(d). Therefore, either \(C\) or \(C'\) contains an endpoint of both \((a, b)\) and \((a', b')\). We replace \((a, b)\) and \((c, d)\) by two \(s\)-edges \((a, d)\) and \((b, c)\).

Rule 4: This rule is applied on a \(d\)-edge \((a, b)\) and an \(s\)-edge \((c, d)\), such that \(a\) and \(c\) are in the same cell, and \(b\) and \(d\) are in two adjacent cells that share a side; see Figure 9(a). We replace \((a, b)\) and \((c, d)\) by an internal edge \((a, c)\) and an \(s\)-edge \((b, d)\).

Rule 5: This rule is applied on two \(s\)-edges \((a, b)\) and \((c, d)\), such that \(a\) and \(c\) are in the same cell, and \(b\) and \(d\) are in the same cell; see Figure 9(b). We replace \((a, b)\) and \((c, d)\) by two internal edge \((a, c)\) and \((b, d)\).

Figure 9: (a) Rule 4, and (b) Rule 5.

Lemma 6 (Lemma 3.2 in [2]) Let \(M'_P\) be \(M_R' \cup M_B'\). Then, \(M'_P\) has the following properties.

1. An edge is either contained in a single cell, or connects between a pair of points in two adjacent cells.
2. A corner of the grid has at most one \(d\)-edge of \(M_R'\) and at most one \(d\)-edge of \(M_B'\) associated with it.
3. A \(d\)-edge in \(M'_P\) is of length at most \(\lambda_R^*\).
4. The two danger zones defined by a \(d\)-edge of \(M_R'\) (resp., \(M_B'\)) are empty of points of \(R\) (resp., of \(B\)).
5. Each cell \(C\) contains at most 4 external edges of \(M_R'\) and 4 external edges of \(M_B'\), and \(\deg(C) \leq 8\).
6. If a \(d\)-edge in \(M_R'\) (resp., in \(M_B'\)) connecting between cells \(C_1\) and \(C_2\), and \(C\) is a cell sharing a side with both \(C_1\) and \(C_2\), then there is no \(s\)-edge in \(M_R'\) (resp., in \(M_B'\)) connecting between \(C\) and either \(C_1\) or \(C_2\).

Stage 2

In this stage, we construct a \((2\sqrt{10} \lambda_R^*)\)-monochromatic matching \(M_P\) of \(P\) based on \(M_P' = M_R' \cup M_B'\). We consider each cell separately. Let \(C\) be a non-empty grid cell and let \(R_C\) (resp., \(B_C\)) be the set of points of \(R\) (resp., \(B\)) lying in \(C\). Recall that there are at most 4 external edges of \(M_R'\) and at most 4 external edges of \(M_B'\) associated with \(C\). We use the same procedure of [2] to select the points in \(R_C\) (resp., in \(B_C\)) that will serve as endpoints of external edges of \(M_R'\) (resp., of \(M_B'\)), such that the external edges of \(M_R'\) (resp., of \(M_B'\)) that will be connected to these point do not cross each other. For each external edge \(e\) of \(M_R'\) (resp., of
$M'_B$ connecting between two cells $C_1$ and $C_2$, let $a$ and $b$ be the points that were chosen as the endpoint of $e$ in $C_1$ and $C_2$, respectively. We add the edge $(a, b)$ to $M_R$ (resp., to $M_B$). It has be proved in [2] that the length of $(a, b)$ is at most $2\sqrt{10}l_R$.

Let $R^E_C \subseteq R_C$ (resp., $B^E_C \subseteq B_C$) be the set of points of $R_C$ (resp., of $B_C$) that were chosen as endpoints of external edges, and let $R^E_C = R_C \setminus R^E_C$ (resp., $B^E_C = B_C \setminus B^E_C$). By the way we select the points of $R^E_C$ (resp., of $B^E_C$), the points in $R^E_C$ (resp., $B^E_C$) are contained in a convex polygon $X_R \subseteq C$ (resp., $X_B \subseteq C$), such that any external edge of $M_R$ (resp., $M_B$) with endpoint in $R^E_C$ (resp., in $R^E_C$) does not intersect the interior of $X_R$ (resp., $X_B$). For each cell $C$, we compute a minimum weight matching $M(R_C)$ (resp., $M(B_C)$) of the points in $R^E_C$ (resp., in $B^E_C$) and we add it to $M_R$ (resp., to $M_B$).

Clearly, the edges of $M(R_C)$ do not cross each other and do not cross the external edges that are connected to points from $R^E_C$, and the edges of $M(B_C)$ do not cross each other and do not cross the external edges that are connected to points from $B^E_C$. Moreover, the length of each edge in $M(R_C)$ and in $M(B_C)$ is at most $4l^*_R$.

Let $M_P$ be $M_R \cup M_B$. Since $M_R$ (resp., $M_B$) is a plane matching and each edge in $M_R$ (resp., in $M_B$) is of length at most $2\sqrt{10}l^*_R$, $M_P$ is a $(2\sqrt{10}l^*_R)$-monochromatic matching of $P$. We now show that the number of intersections in $M_P$, i.e., between the edges of $M_R$ and the edges of $M_B$, is $O(|P|)$.

We bound the number of intersections for each cell separately. In each cell $C$, there would be three types of intersections: intersection between an external edge of $M_R$ and an external edge of $M_B$, intersection between an external edge of $M_R$ and an internal edge of $M_B$ (and vice versa), and intersection between an internal edge of $M_R$ and an internal edge of $M_B$. We bound the number of intersection of each type separately.

Recall that the number of external edges of $M_R$ (resp., of $M_B$) that have one endpoint in $R^E_C$ (resp., in $B^E_C$) is at most 4. This implies that each external edge of $M_R$ can be intersected by at most 4 external edges of $M_B$, and thus the total number of intersections between the external edges of $M_P$ that have endpoint in $C$ is at most $4|R_C^E|$. Moreover, the total number of intersections between the external edges of $M_P$ that have endpoint in $C$ and the internal edges of $M(R_C) \cup M(B_C)$ is at most $2(|R_C^E| + |B_C^E|)$. Finally, the total number of intersections between the internal edges of $M(R_C)$ and the internal edges of $M(B_C)$ is at most $(|R_C^E| + |B_C^E|)/2$, by Theorem 1 in [10]. Thus, the number of intersections produced by the points in $C$ is at most $4(|R_C^E| + |B_C^E|)$. Therefore, the number of intersections in $M_P$ is at most $4(|R| + |B|) = 4|P|$. This completes the proof. □
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